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Preliminaries

A flow of customers coming towards the service facility forms a
queue on account of lack of capacity to serve them all at a time.

Some Examples:

+ Persons waiting at doctor’s clinic

+ Persons waiting at railway booking office
+ Machines waiting to be repaired

+ Ships waiting in the harbor to be unloaded
+ Airplanes take off, landing

Customers may be: persons, machines, vehicles, parts etc

Applications of Queuing Theory

Telecommunications

Traffic control

Determining the sequence of computer operations
Predicting computer performance

Health services (eg. control of hospital bed
assignments)

+ Airport traffic, airline ticket sales
+ Layout of manufacturing systems
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Basic Concepts

Input Process Queue Service
Mechanism

Queuing system: Customeasiving for service,
waiting for serviceif it is not immediate, leaving the
system after being served.

Thetheoretical study of waiting lines, expressed
in mathematical terms.

Input Process

+ Source (population size)
= Finite
= Infinite
¢ Arrival behavior
= One by one
= Batch
« Fixed size
« Variable size
= Change of arrival pattern
o Stationary

« Non-stationary/Transient (time dependent)

Queue Discipline

+ Queue size
= Finite
= Infinite
+ Queue discipline
= First come, first served (FCFS)
= Last come, first served (LCFS)
= Random selection for service (RSS)

= Priority queue
o Preemptive
* non-preemptive




Service Mechanism

= Bulk service (computer with parallel processings bu
service)

= State dependent (service depends on number ohgaiti
customers. Example: internet access)

= State independent
= Stationary/non-stationary

Number of Service Channels

¢ Single channel
+ Parallel channels (provides identical service)

+ Series (customers go through a number of servicesic
offices, manufacturing process)
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Capacity of the System
+ Finite source queue (finite capacity of waiting room, restriction on
queue length)
+ Infinite (no restriction on queue length)
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QT in Performance Measurement

Analyze waiting time distribution

To know average waiting time of customer
To know queue length distribution
Calculate current work backlog
Measurement of the idle time of server
Measurement of the busy time of server
System utilization
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Questions In Queuing Systems

1. The number of people in the system (those beinges and
waiting in line).

2. The number of people in the queue (waiting fovise).

3. The waiting time in the system (the interval betw when
an individual enters the system and when he otestves the
system).

4. The waiting time in the queue (the time betwegrring the
system and the beginning of service).
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Notations

n: # customers in the system (in queue & in service)

P,(t): Transient state probability of exactiycustomers in the
system at time (it is assumed that the system starts its
operation at time zero)

P Steady state probability of exacthcustomers in the
system

E(s): Expected number of customers in the system
E(q): Expected number of customers in the queue
= E(s) — Number of customers being served




Notations: Continued...

k.. Expected number of arrivals per unit time (mean
arrival rate) of customers whercustomers are
presentin the system

U,:  Expected number of customers served per unit time
(mean service rate) whercustomers are present in the

system
> Mean arrival rate wheh, is constant for all n
u: Mean service rate when js constant for all & 1

E(w1): Expected waiting time per customer in the system
E(wz2): Expected waiting time per customer in the queue
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The Arrival Theorem

If the arrivals are completely random, then the probabilit
distribution of the number of arrivals in a fixed time intafv
follows Poisson distribution.

R =

—At n
LA

Lack of Memory

In an arrival process, this property implies tiet t
probability that an arrival will occur in the nefietv minutes
is not influenced by when the last arrival occurred

(a) There are many individuals who could potentiallsive at
the system

(b) Each person decides to arrive independentlgebther
individuals

(c) Each individual selects his or her time of aatiwompletely
at random
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The Poisson Process

¢ Axiom 1: The number of arrivals in non-overlapping
intervals are statistically independent

¢ Axiom 2: The probability of more than one arrivaitlveen
time t and time (t At) is O(At) i.e., the probability
of more two or more arrivals during the small
time is negligible.

+ Axiom 3: The probability that an arrival occurs\ween
time t and time (t At) is {L.At + O(At)}
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The Role of Exponential
Distribution

Most analytic results for queuing situations inothe
exponential distribution either as the distributaininter-arrival
times or service times or both.

The following three properties help to identify et of
circumstances in which it is reasonable to assinatean
exponential distribution will occur.

- Lack of memory

- Small servicetimes

- Relation to the Poisson distribution
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Small Service Time

Prob S<t

This graph shows the probability that the seniice Sis less

than or equal toif the mean service time 0. 18




Continued. .. Relation with Poisson Distribution

The graph showed that more tH&8900f the service times

o If the time between arrivals has an exponentiatitistion with
were smaller than the average service titr@. ( p

parameter, then in a specified period of time th@ber of

Compare this to the normal distribution where d0¢6 of the arrivals will have a Poisson distribution.

service times are smaller than the average.

The practical implication is that an exponentiaitdbution can
best be used to model the distribution of seniioes in a
system in which a large proportion of “jobs” takeeay short
time and only a few “jobs” run for a long time.
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Distribution of InteraariadTiimes The Mean Arrival Time
Let T be the time between two consecutive arrivals. If thg E(T) = T tf (t) ot
arrivals on n-customers in timet follows Poisson 2
distribution theT follows exponential distribution. -
- = | Ate™ dt
el R Jo
0 ,dsewhere _1
A
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Distribution of Service Time The Traffic Intensity

For Poisson arrival and departure with one sethertraffic
If T be the inter-arrival time, then the probalikitf n- intensity 0) is given by:
complete service in time T is given by:

@(t) = P(n-servicein timd ) _ mean arrival rate_ A

it n mean service rate
=S = 0,1,2- “
n!

23 Theunit of pisErlang
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Queuing Models

The general model can be completely represented by
Kendall's notation as follows:

(alb/c):(d/elf)
a= arrival distribution
b= service distribution
C= # service channels
Standard Notations:
M = Poisson arrival or departure distribution
E, = Earlangian or Gamma arrival or departure distriuti
Gl = General Independent arrival distribution

d= capacity of the system
e service discipline
= size of calling source
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(M/M/1): (/! FCFS ko)

Singlechannel infinite population model
In a steady state conditign< 1, it can be shown that

|30:1—i=1—p,p<1
7%

P, :[i] [1_1]:p”(1—p),p< In>C
H H
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Characteristics of the Model

1. Expected number of customers in the sy<Eémy:
E(n)=)"nR, =) n(l-p)p" = (1~ p)py np"*
n=0 n=0 n=0
=@y L ()= -poL 3 "
n=0 dp dp n=0

_ d 1 ) _@-ppo_ p _ A
=1l-p)p2 |~ |Z\ZPb_ P _ A
( ’o)pdp[(l—p)] 1-py 1-p u-A
.

Continued...

3. Probability of queue size greater than some fimitsnber\:

P(Queue size= N ¥ Z”: P = i @p o
n=N n=N
=(1-p)p" Z PN = (1-p)p“ip’ , wherg =n-N
n=N r=0

1 N
=(1- N = —pN=| L
=P =P [uj

Continued...

2. Expected queue length E(q): Since there is one server, one
customer is in service & (n-1) customers are in the queue.

E@=3(-DR=31R-3R
~Swp—($p-p =L —g-a-
=S, (zp F:,] T )

A
1-p pu=-4) =

, sinceiﬂ:i Epp"=:
n=0
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Continued...

4. Expected waiting time per customer in the sydigm,):

Expected # customers in the systerE n () 1 1

E(w) = =
) Arrival rate A H=A uQ@-p)

5. Expected waiting time per customer in the queg)E

E(w,) = E(w;) —service time of one custom&eé—i =P

u=A u ud-p)
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Example: 1

In a railway marshalling yard, goods trains arrive at a
rate of 30 trains per day. Assuming that the inter-
arrival time follows an exponential distribution and the
service time (time taken to hump a train) distribution as
Poisson with an average of 36 minutes, calculate:

(i) The average number of trains in the system.
(iiy The probability that the queue size exceeds 10.
(i) Expected waiting time in the queue.

(iv) Average number of trains in the queue.
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Solution: 1

A = 30/(24x60) = 1/48 trains/min
u = 1/36 trains/min
p=Mu=36/48=0.75
(i) Average number of trains in the system
=p/(1-p)=0.75/(1-0.75) = 3 trains
(i) P(Queuesize= 10)p°= (0.78F O.
(iii) Expected waiting time in the queu—2
hr 48 min M=
(iv) Avera,qe2 number of trains in the queue:

P~ _5o5i.e., nearly 2 trains i
1-p 33

=108 min=1
P)

Example: 2

In a single serve system, the arrival rate A = 5 per hour
and the service rate p = 8 per hour. Assuming the
conditions of for the single channel queuing model,
find out:

(i) The probability that the system is idle.

(ii)  The probability that the queue size is at least 2.

(iii) Expected time that a customer is in the queue.

(iv) The probability that a customer is being served and nobody is

waiting.
(v) Expected time a customer spends in the system.
(vi) Average number of customers in the queue.

Solution: 2

L =5 perhr, p=28perhr

p=Mp=5/8=0.625

Probability that the system is idle

=P (No customer in the system) = Lp-

(i) P (At least 2 customers in the system) = P@) = (/p)?

(iii) Expected time a customer is in the queug(p -1)

(iv) The probability that a customer is being sera@d nobody
iswaiting = R = (1 —-vp)Mp=(1—-p) p

(v) Expected time a customer spends in the systé=2)

(vi) Average number of customers in the queue  __ #* 34
Mu=24) 1-p

(.

=

(M/M/1): (N/FCFS ko)

Single channel finite population model

Maximum number of customers allowed in the systdm:
Maximum queue length: (N —1)

N customers are in the system: No new arrival isnEsible
In a steady state conditipn< 1, it can be shown that

1-p A-p)p"
=, PZEL — . P71l
Po: 1_pN1 5 1_pN1 P
1 ! 1
—_—, =51 —_—
N1 P N+1

p=1

Continued...

In this model, p = A/p may be> or < 1 for steady state
condition. Because, the number of customers allowed
in the system is controlled by the queue length and not
by the relative rates of arrival (A) or departure (u).
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Characteristics of the Model

1. Expected number of customers in the sySEémy:

Characteristics of the Model

2. Expected queue lengB{q):

1-(N+1)p" +Np"* 1-
B e
E(q) = P. P P
N 1
R -1, =1
2 N+1 2
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1_ N +1 N + N N+1
{ i T
E(n) = PIL=-p
N
—, =1
> P
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Continued...
3. Expected waiting time per customer in the system, E(
[ 1 Np"
= + ,PpEL
) /1[(1‘/0) " )} ?
N+1 =
5 P
4. Expected waiting time per customer in the queugE(w
1[ 1, Np _1}
= L p#EL
Ewy) = #L0=P) a-p")
N+1 1 _
oo p—l
ZI 39
Solution: 3
) = 30/(24x60) = 1/48 trains/min
W = 1/36 trains/min
p=Mpn=36/48=0.751
(i) Probability that the yard is empty
1_
R = 1_5‘ for p#1
- 1-0.75 =028
1-(0.75f
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Example: 3

Assume that the goods trains are coming in a yard at the rate of
30 trains per day and suppose that the inter-arrival time follows an
exponential distribution. The service time for each train is
assumed to be exponential with an average of 36 minutes. If the
yard can admit 9 trains at a time, then calculate:

(i) The probability that the yard is empty.

(i) The expected number of trains in the yard.
(iii) The expected number of trains in the queue.
(iv) Expected waiting time of a train in the yard.
(v) Expected waiting time of a train in the queue.
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Solution 3: Continued...

(ii) The expected number of trains in the yard:

-] o
_ 1-10(0.75) + 9(0.75§
7 @-0.75){1- (0.75Y }




Solution 3: Continued...

(iii) Expected number of trains in the queue:

- N N+L —
1-(N+1)p" +Np } A=p) 4s

E(q) = )
e { o™ | Ta-p™
—0.7 1-10(0.75) + 9(0.75§ . @ 075

"7 @-0.75{1- (0.75° } | {1- (0.75)°}

Solution 3: Continued...

(iv) Expected waiting time of a train in the yard:
_1f 2 Np"
E == —+ ,PEL
- u[(l—p) ey J P
_ 1 9(0.75§
"36[ - 0.75)+ {1- (0.75) J
(v) Expected waiting time of a train in the queue:
_1f 1 Np"
E(w,) =— +———-1|,p#1
= ﬂ{(l‘ﬂ) a-p") } ?
_ 1 9(0.75)
‘36{ @-0.75) {-(0.75)} 1}
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